Evaluation of Errors in Polish Phones Segmentation for Different Types of Transitions
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Abstract—The paper presents an evaluation of Polish phone segmentation for different types of phones. The categorisation was done based on acoustic properties. The segmentation method is based on discrete wavelet transform and was already published. The results show that several types of transitions, especially from and to vowels cause more errors than others.

I. INTRODUCTION

Speech signals typically need to be divided into small segments before starting a recognition procedure. Analysis of these frames can determine the likelihood of a particular phone being present within the frame. Speech is non-stationary in the sense that frequency components change continuously over time, but it is generally assumed to be a stationary process within a single frame. Naturally, this causes recognition difficulties if the frame contains the end of one phone and the beginning of another. Segmentation methods currently used in speech recognition do not consider where phones begin and end. Uniform segmentation causes conflicting information to appear at the boundaries of phones. For more accurate modelling, non-uniform phone segmentation can be useful in speech recognition [1].

Even though, there are hand-labelled speech corpora, the automatic speech segmentation has several applications. For example, it can be used during recognition process to model audio units corresponding to whole phones rather than artificial units like 23 ms frames. In Polish phone segmentation is especially important because the phonetic rules are more regular than in English and there are some non-existing in English phones which have very specific frequency content.

Errors in phone segmentation depend on what type of transitions are being detected. The evaluations differ regarding to groups of phones because some phones have similar spectra, while others differ a lot. These differences depend on acoustic properties of phones [2].

Segmentation is a common but challenging task in audio processing. There are many different approaches to this task [3], [4], [5], [6], [7], [8], [9]. These approaches must be evaluated and compared, which is not a very easy task itself due to ambiguity of segmentation. First, it is not a process which can be clearly compared with the ground truth, because it is difficult to do virtually correct segmentation, even manually or with supervision. Additionally the comparison of segmentation is typically not binary. We can rarely say that segmentation is definitely correct or wrong. Usually we can say that it is rather accurate, quite good or bad. We applied the recall and precision evaluation method [10], which is commonly used in information retrieval, using fuzzy sets [11]. We did not find any results describing how difficult it is to recognise boundaries between particular types of phonemes in literature. Definitely, there is no such information available for Polish as we presented here.

II. PHONE SEGMENTATION METHOD

Phones are characterised by frequency content, so we would expect changes in the power of wavelet resolution levels between phones. Clearly, it would be easier to analyse the absolute value of the rate-of-change of power and expect it to be large at the beginning and at the end of phones. However, this does not uniquely define start and end points for two reasons. First, the power can rise over a considerable length of time at the start of a phone, leading to an ambiguous start time. Second, there may also be rapid changes in power in the middle of a segment. A better method of detecting the boundary of phones relies on power transitions between the discrete wavelet transform (DWT) subbands [3].

In order to obtain DWT, the coefficients of series

\[ s(t) = \sum_{i} c_{m+1,i} \phi_{m+1,i}(t) \]  

need to be computed, where \( \phi_{m+1,i} \) is the \( i \)th wavelet function at the \((m+1)\)th resolution level. The coefficients of the lower level are calculated by applying the well-known formulae [12]

\[ c_{m,n} = \sum_{i} h_{i-2n} c_{m+1,i} \]

\[ d_{m,n} = \sum_{i} g_{i-2n} c_{m+1,i} \]

where \( h \) and \( g \) are the constant coefficients which depend on the assumed pair: scale function \( \phi \) and wavelet \( \psi \). The formulae (2) and (3) are used for the signal decomposition
by digital filtering of wavelet coefficients. If the wavelet coefficients \( c_{m+1,i} \) of the \((m+1)\)th resolution level are given, we can apply (2) and (3) to compute the coefficients of the \(m\)th resolution level. The elements of the DWT for a particular level may be collected into a vector, for example \( d_m = (d_{m,1}, d_{m,2}, \ldots)^T \). The coefficients of other resolution levels are calculated recursively by applying formulae (2) and (3).

The multiresolution analysis leads naturally to a hierarchical and fast scheme for the computation of the wavelet coefficients for a given speech signal \( s \). In this way the values

\[
\text{DWT}(s) = \{d_M, d_{M-1}, \ldots, d_1, c_1\}
\]

of the DWT for \( M+1 \) levels are obtained. The wavelet spectra are produced by using a filter bank (cascading the filtering and downsampling operations). The wavelet transformation can be viewed as a tree. The root of the tree consists of the coefficients of wavelet series (1) of the original speech signal. The next level of the tree is the result of one step of the DWT. Subsequent levels in the tree are constructed by recursively applying the wavelet transform to split the signal into the low (approximation) and high (detail) parts. The undertaken experiments showed that the speech signal should be decomposed into six levels, which cover the frequency band undertook experiments showed that the speech signal should be decomposed into six levels, which cover the frequency band.

The amount \( 2^{-M} N \) of wavelet spectrum samples in \( n\)-level (where \( n = 1, \ldots, M \)) depends on the length \( N \) of speech signal in time domain, assuming \( N \) is a power of 2. For each \( n\)-level decomposition the power waveform

\[
p_n(i) = \sum_{j=1}^{2^{n-1}} d^2_{n,j+2^{n-1}i} \quad \text{where} \quad i = 0, \ldots, 2^{-M} N - 1, (5)
\]

is computed in a different way to obtain the equal number of power samples.

The basic algorithm [3] consists of following steps:

1) Normalise a speech signal by dividing by its maximum value.

2) Decompose a signal into six levels of the DWT.

3) Calculate the sum of power samples in all frequency sub-bands to obtain (5), the power representations \( p_n(i) \) of the \( n\)th subband.

4) Calculate the envelopes \( p'_n \) for power fluctuations in each subband by choosing the highest values of \( p_n \) in a window of a given size \( \omega \).

5) Calculate the rate-of-change function \( r_n(i) \) by filtering \( p_n(i) \) with the \([1, 2, -2, -1]\) mask.

6) Given a threshold \( p \) of the distance between \( r_n(i) \) and \( p'_n \) and a threshold \( p_{min} \) of minimal \( p'_n \), find indexes for which \( \beta = |r_n(i) - p'_n(i)| < p \) AND \( \{ |r_n(i+1) - p'_n(i+1)| > p \} OR \{ |r_n(i-1) - p'_n(i-1)| > p \} AND p'_n(i) > p_{min} \), where \( \beta = 1 \). Write such indexes in one vector.

7) Find and group indexes where there is no space between neighbouring ones longer than attribute \( \alpha \).

8) Calculate an average index value (rounded to the nearest integer) for each group found in the previous step as the representative of a group. They are indexes of phones’ boundaries in indexing of DWT level 1.

III. PHONE TYPES OF TRANSITIONS

Detected boundaries may have various degrees of accuracy with respect to hand-segmentation of speech. There are a number of factors that must be considered, including the accuracy of hand-segmented boundaries, since hand-segmentation is not in itself an entirely accurate process because of uncertainties in human perception of the phone boundaries. Additionally, overlapping phones or partially merged phones are a natural phenomena. There is, therefore, a degree of uncertainty in the precision of the boundaries of the phones.

Simply assigning a Boolean value (correct or incorrect) is not really a sensitive measure of segmentation quality. For this reason, fuzzy logic was used, which produces a graded rating of boundary locations in a more sensitive and human-like way. The concept of fuzzy sets and logic was used to derive recall and precision scores. The reasons for why we believe this evaluation is better than the typical ones are presented in [11].

The evaluation was conducted on CORPORA, created under the supervision of Stefan Grocholewski from the Institute of Computer Science, Poznań University of Technology in 1997 [13]. Speech files in CORPORA were recorded with the sampling frequency \( f_0 = 16 kHz \), equivalent to sampling period \( f_0 = 62.5 \mu s \). Speech was recorded in an office with a working computer in the background, which makes the corpus not perfectly clean. Signal to Noise Ratio (SNR) is not stated in the description of the corpus. It can be assumed that SNR is very high for actual speech, but minor noise is detectable for periods of silence.

The database contains 365 utterances (33 single letters, 10 digits, 200 names, 8 simple computer commands, and 114 short sentences), each spoken by 11 females, 28 males, and 6 children (45 people), giving 16 425 utterances in total. One set spoken by a male and one by a female were hand-segmented. The rest were segmented by the dynamic programming algorithm, which was trained on hand-segmented ones. The result was segmented by the dynamic programming algorithm, which was trained on hand-segmented ones. There are following types of phones in Polish [2]:

1) Stops (/p/, /b/, /t/, /d/, /k/, /g/)

2) Nasal consonants (/nl/, /nl/, /nl/, /n/)

3) Mouth vowels (/i/, /y/, /i/, /e/, /o/, /u/)

4) Nasal vowels (/e/, /a/, /a/) (5) Pulat consonants (Pol. Glajdy)(/f/, /l/)


9) Silence in the beginnings and ends of recordings

10) Silence inside words

Tables I, II, III and Fig. 1 present evaluation of phone segmentation regarding to transitions of types listed above. Value 0 means that there was no transition of this type.

IV. DISCUSSION

All periods of silence before speech are marked as perfectly detected due to an evaluation algorithm. Apart from that the
Also transitions to mouth vowels were difficult to locate correctly. The only exception was from nasal vowels to mouth vowels (0.5038) which is surprisingly much comparing to 0.0795 for a transition in the other way. Another group of boundaries with low F-scores were transitions from nasal vowels apart from the mentioned transition to mouth vowels.

Especially difficult were transitions to fricatives (0.3831) and palatal consonants (0.3991). There are no transitions from one nasal vowel into another one. The transitions from closed fricatives to palatal consonants, from unstables to unstables and fricatives to palatal consonants, unstables and another fricatives were also difficult to be detected properly.

According to our results it is relatively easy to find a boundary between phones of the same group if such transition is possible. F-score for such boundaries is usually above 0.5. This is slightly surprising because phones of the same group have typically similar spectra and it could be expected to be difficult to differentiate them.

Tables I, II and III are not symmetric. It is not very efficient methods for this task already established [14].

DWT was also tested for parametrisation of speech [15] and the unvoiced stops (/p/, /t/, /k/) were found more difficult to be recognised than vowels (/aa/, /ax/, /iy/) and unvoiced fricatives (/f/, /θ/, /κ/). In our case stops were not a big problem for locating them correctly. Actually the highest F-score (0.7063) was for boundaries between two stops and the second grade (0.6270) between stops and closed fricatives. Also transitions from palatal consonants to stops were evaluated highly (0.6164). Transitions between two closed fricatives were another group of easy ones to be detected.

The most difficult for detection were transitions from mouth vowels to any type apart from closed fricatives, especially to nasal vowels (0.0795), unstables (0.3364) and fricatives (0.3807). Also transitions to mouth vowels were difficult to locate correctly. The only exception was from nasal vowels to mouth vowels (0.5038) which is surprisingly much comparing to 0.0795 for a transition in the other way. Another group of boundaries with low F-scores were transitions from nasal vowels apart from the mentioned transition to mouth vowels.

Especially difficult were transitions to fricatives (0.3831) and palatal consonants (0.3991). There are no transitions from one nasal vowel into another one. The transitions from closed fricatives to palatal consonants, from unstables to unstables and fricatives to palatal consonants, unstables and another fricatives were also difficult to be detected properly.

According to our results it is relatively easy to find a boundary between phones of the same group if such transition is possible. F-score for such boundaries is usually above 0.5. This is slightly surprising because phones of the same group have typically similar spectra and it could be expected to be difficult to differentiate them.

Tables I, II and III are not symmetric. It is not very

The only exception was from nasal vowels to mouth vowels (0.5038) which is surprisingly much comparing to 0.0795 for a transition in the other way. Another group of boundaries with low F-scores were transitions from nasal vowels apart from the mentioned transition to mouth vowels.

Especially difficult were transitions to fricatives (0.3831) and palatal consonants (0.3991). There are no transitions from one nasal vowel into another one. The transitions from closed fricatives to palatal consonants, from unstables to unstables and fricatives to palatal consonants, unstables and another fricatives were also difficult to be detected properly.

According to our results it is relatively easy to find a boundary between phones of the same group if such transition is possible. F-score for such boundaries is usually above 0.5. This is slightly surprising because phones of the same group have typically similar spectra and it could be expected to be difficult to differentiate them.

Tables I, II and III are not symmetric. It is not very
Fig. 1. $F$-score of phone boundaries detection for transitions between several types of phones.

surprising because phone spectra are not symmetric. Their ends and starts can vary significantly. This is why, it might be easier to locate a beginning of a particular phone than its end.

The gained statistical knowledge can be applied. In case of LVCSR, the recognition follows the segmentation. If a phone which is known to cause errors for segmentation is detected, its boundaries can be re-evaluated by another more sophisticated or simply other method. Then another segmentation decision can be taken, leading to a better final recognition.

V. Conclusions

Accurate segmentation is an important task in speech recognition. There are types of phone transitions which are more difficult to detect than others. The average $F$-score for our segmentation method based on DWT vary from 0.0795 to 0.7063 for transitions between different acoustic types of phones. The experiments support a hypothesis that, in general, it is more difficult to locate boundaries of all vowels than other phones.
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